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Abstract 
We present novel experiments in the evolution of Cellular 
Automata (CA) to solve nontrivial tasks. Using a genetic 
algorithm, we evolved CA rules that can solve non-trivial 
logical tasks related to the density task (or majority 
classification problem) commonly used in the literature. We 
present the particle catalogs of the new rules following the 
computational mechanics framework. We know from 
Crutchfield et al (2002) that particle computation in CA is a 
process of information processing and integration. Here, we 
discuss the type of memory that emerges from the evolving 
CA experiments for storing and manipulating information. In 
particular, we contrast this type of evolved memory with the 
type of memory we are familiar with in Computer Science, 
and also with the type of biological memory instantiated by 
DNA. A novel CA rule obtained from our own experiments 
is used to elucidate the type of memory that one-dimensional 
CA can attain. 

1. Background 
An important question for both Cognitive Science and 
Artificial Life is that of the origin of symbols from the 
dynamic interaction of many components. By symbols we 
mean memory structures which can be used to store and 
manipulate information used to produce and re-produce some 
behavior. There are currently two main camps in Cognitive 
Science and Artificial Life with very distinct approaches to 
the concepts of symbols, representations and even 
information: the representationalist and dynamicist camps. 
The first regards information as the most important feature of 
Life and Cognition, emphasizing genotype/phenotype 
relations (e.g. Langton, 1989) and internal representations of 
the environment (e.g. Pinker, 2002), respectively. The 
second, in its radical forni, regards information as an 
unnecessary concept to explain Life and Cognition. Instead, 
explanations based solely on dynamical systems theory are 
preferred (e.g. (Van Gelder and Port, 1995). 

This feud has been discussed in detail in (Rocha and 
Hordijk, 2004) where we emphasized that both of these 
camps, while choosing to work either with synibols or 
equations of dynamics, fail to approach the study of the 

ofmemory, synibols, representations, information, and 
the like, from dynamics. As also detailed (Ibid) the biological 
organization clearly uses the genotype as a type of memory 
which can be accessed very much like Random Access 
Memory in a computer, and furthermore can be dynamically 

decoupled from its original organism and introduced into 
others. Thus, studying the origin of memory from a dynamic 
milieu should be a fundamental goal of Artificial Life. 

Indeed, we proposed that using the known living 
organization as a guideline, artificial life can bcconic thc 
ideal laboratory to study the problems of origin of memory 
(Ibid), as well as the relative advantagcs of alternative forms 
of implcmenting mcmory in evolving systcms (Rocha, 2001). 
This research program follows directly from previous work 
on complex systems, where Mitchell (1998) and Rocha 
(1998, 2000) have proposed a set of experinicnts with 
Cellular Automata as paradigmatic examples of the process 
of emergence of representations from a dynamical substrate. 

2. Evolving Cellular Automata 

2.1 Nontrivial Tasks 
One-dimensional cellular automata (CA) consist of a 
one-dimensional lattice of N identical cells, each a state- 
determined automaton with k possible states. Here, only 
two-state CA are considered, Le., h-2. Let s,(t) denote the 
state of cell i at time t ,  with si E {O,l}. Each cell is 
“connected” to 2r  other cclls which we think of as its 
neighborhood of radius r .  Usually, periodic boundary 
conditions are cniployed, i c., cclls I and N are cach other’s 
neighbor. In homogeneous CA, each cell’s automaton is 
defined by the same update rule q5 which takes as input the 
cell’s neighborhood state, p, = (s,., (t)  ,..., s, ( t )  ,..., si+,(t)), and 
outputs the new state of the cell at time t +1: s,(t+l) = &p,). 

The initial conditions for a CA are defined by a particular 
initial configuration (IC) of (typically random) cell states. In 
discrete time steps, all the cclls subscqucntly update thcir 
state synchronously according to the update rule 4. This 
update rule can be represcntcd by a lookup table with one 
entry for each of thc 22’i’  possiblc neighborhood 
configurations p, and their corresponding output values for 
s(t+l). Here we use CA rules with r=3, thus the lookup table 
contains 128 entries: there are 2’2R such rules. 

Das et a1 (1994) such CA rules using genetic algorithms 
(GA) to solve several non-trivial computational tasks, such as 
the density classiJication task (a.k.a majority classification 
problem). Each CA rule is encoded in the GA as a 128 bit 
string, where each bit encodes the outcome of each cntry in 
the rule’s lookup table. The goal of tlic dcnsity task is to find 



a CA that decides whether or not the IC contains a majority 
of 1s (i.e., has high density). Let denote the density of 1s 
in the IC. If&, > 1/2, then within Mtime steps the CA should 
reach the fixed-point attractor configuration of all 1s (i.e., all 
cells in state 1 for all subsequent iterations); otherwise, within 
Mtime steps it should reach the fixed-point configuration of 
all Os. Mis a parameter of the task that depends on the lattice 
size N. Since the CA celb have access only to local 
interactions (with other cells within radius r), this task 
requires the CA to propagate idormation across the lattice in 
order to achieve global coordination. In this sense, this is a 
nontrivial task. 

The unbiased p e r f i c e  PNd& of a CA rule # on a 
given task is defined as the fraction of I randomly generated 
ICs for which #reaches the desired behavior within Mtime 
steps on a lattice of length N. Here, we employ N = 149, 
M- W d I =  lo‘. 

n 

domains in a space-time diagram, making the particles more 
explicit. An example of this filtering process for hC is 
shown in figure 1.b. 

Particles are localized patterns that behave according to 
certain rules. For example, they have a certain constant 
velocity at which they move through the lattice. Velocity is 
defined as the number of cells the particle moves at each 
iteration of the CA; it is positive if the movement is to the 
right of the lattice, and negative to the left. Particles also 
interact with one another according to deterministic rules. 
These rules and the velocities of particles are! referred to as a 
particle catalog for a given CA. Typically, such a catalog is 
based on a small number of particles, a, p, 6, y, q, and p, 
and a small number or rules such as: p + y + 7, meaning that 
when particles p and y collide, the q particle results. The 
two-particle interaction catalog for 4- is shown on table 1. 

Table I: Catalog of regular domains, particles and particle 
interactions for Nle I#- 

\’ ’ ’  

Figure 1: (a) Spoce-timo diagram fott$,given a random IC 
with a mqjority of dark cells. The NIC correctly classifies the IC 
in 141 iterations. (b) space-time diagrsm with regular domains 
filwod out, depicting particles and their interactions after the 
initid tranaiutt is removed 

Figure 1 .a shows the space-time diagram of one of the CA 
rules evolved by Das et al(l994): &. This rule is defined 
by a 128-bit string as discussod above, in hexadacid: 
0504058705000F77037755837BFFE577F. The lattice is 
started with a random IC (0 is denoted by white, 1 by dark). 
Esch cow in the space-time diagram shows the CA lattice at 
a particular time step r, time increases down the page. 

2.1 Particle Interactions 
Tho large regular, relatively stable rqgions in the space-time 
dicrgram are d e d  reguku h a i n s .  Examples in figure 1 .a 
are tha all white, all dark, and checkerboclrd (altematkg 
white and dark) regbns. Crutchfield et al(2002) refer to the 
boundaries between domains as particles. Domains and 
particles were defined fonnally in the computational 
mechunies tiamework(Hanson andCrutchfield, 1992), which 
provides  a way of suppressing (by way of filtering out) the 

Observed 
Interactions P + Y  -q,cc+P-6, 

Particles transfer information about properties of local 
regions across the lattice to distant sites. Crutchfield, et al 
(2002) defend that particle collisions are the loci of 
information processing and result in either the creation of 
new information in the form of other particles or in 
annihilation. Indeed, Hordijk et a1 (1998) showed that the 
particlolevel description of CA behavior captures the main 
mechanisms by which the CA transfm and processes local 
information to accomplish the given task. 
We cari thus say with confidence that the &da 

interaction scheme instantiates a rule system used to integrate 
local information in the lattice, and produce a final global 
outcome. The rules in the particle mterzction catalog are 
similar to a production grammar for CA particles. What is 
axciting about these production rules is that they are not 
specified in the lookup table of the rule, but are rather a 
product of the space-time dynamics of the CA. 

3. Emergent Memory in Evolving Automata 
Most CA rules evolved tackle the density task by block- 
expansion, that is, by expanding large neighborhoods of 
either “1” or “0” states in the initial configuration. Figure 2 
shows a space-time diagram one such rules: L. 
(027D3AF97AEFlE6F507AE57F35FEE767.) Unlike rule 



&, they lack the ability to integrate local information to 
prodw an accurate global result. Indeed, the performance of 
block-cxpansion rules is quite inferior to which grants 
an obvious evolutionary advantage to latter. I Speciiically, the performance 

of both rules for lattices of 149 
cells is: Pimi (h) = 0.773 

I and Piej (u 0.641. 
’ Furrl~ermore, when we increase 

the size of the lattice, the 
differtnce is even larger: PjW., 

0.707, andPJppl(u = 0.523, Figurcz: splcotime di;leRm 
of Mock QtpMsion rule &. Pm,i (u = 0.501. Whereas 

the & rule maintains a 
similar level of p e r f i c e  for larger lattices, the rule 
performs very close to random guessing. Thus, the CA rule 
& is indeed capable of effectively integrating information 
5am local arcas of large lattices, whereas block-expansion 
rules an not (Crutchfield and Mitchell, 1995). 

I 

= 0.726, Pmj [I 
3.1 Memory and Communication 
The CA space-time do&, being regions that are “space 
and time-translation invariant’’ (Crutchfield et alJ002, page 
17) can be es memory strucauw. Each domain is defined 
by a cyclic repetition of strings (words) from its regular 
language (the 0’s and 1’s of the CA) in space and time. Unless 
otherwise pernubod, these domains retain their cycles in 
sppce and time. For instance, for the CA rule +oMc (see 
figure 1) wc observe the thrse domains specified in Table I. 
A4 and A’ refer to the two desired outcomes for the density 
task, while A’ refers to an intermediate domain used in the 
pracess of integrating Lattice information and producing the 
final outcome. 

Indeed, the introduction of intennediate domains in CA 
with intricate particle systems, is their key difference from 
block-expansion rules, which simply propagate the f d  
outcome d o d m  Ao and A‘. Hem wc dcfne CA wifb 
intricate particle systems, as those that employ at least one 
intermediate domain. 
Domains interact by one taking over the other or by 

establishing an inaltuable border. In either case, their 
interaction defines the particles described in section 2. In the 
f h t  case, we obtain particles (e.g. p and y in figurc 1.b) 
which propagate in the direction of the receding domain, a! 
greater or lessar velocity, while in the second case we obtain 
a particle (e.g. in figurc l.b), with zeto velocity, which 
maintains the same lattice position in time, creating a vertical 
line in the space-time diagram. 

The CA with intricate particle systems use the intermediate 
domains as me.tnq stom for intermediate results, and the 
particles to communicute these results across the lattice. 
Furthanore, the particle interaction rules are used to 

integmte the information stored in the various intervening 
domains to ultimataly produce a final homogeneous lattice 
state. The inclusion of an additional memory state in h, 
establishes a more effective means to solve the density task 
in a distributed manner. 

Andre, Bennet and Koa (1996) evolved a CA rule 
(050055050500550555FF55FF55FF55FF), +ull(, for the 
density task with at least 8 intermediate domains besides A’ 
and A’. Them domaim scem to be wed very effectively to 
account for different concentrations of 1’s and 0’s in the initial 
lattice, creating what seems to bc a gradation of intermediate 
memory stores. Indeed the performance of this rule is higher 
than G s  : Pi,91(4u3 = 0.826, Psw.i(+ABK) * 0.766, 
and Pwpj(keK) E 0.73. 

3.2 Building up Memory: Logical Tasks 
The role of domains as emergent memory structures used for 
distributed information processing via the particle interaction 
scheme can be firther appreciated 8s we notice that memory 
can be built upon in order to solve more complicated tasks. 
Rocha ( 1998,2000), conducted some additional experiments 
to evolve CA’r which solve more than ont task. The goal was 
the evolution of CA rules with radius 3 to solve both the 
deasity task and some dated, but more complicated, logical 
tasks (bid). Here we present a novel analysis of the particle 
systems evolved for these tasks. 

R 

a 
Figure 3: implementation of logid tasks in onc-dimensional 
CA. (a) The lattice is divided into two halves A and B, each 
intcrpretod as a saparste logical variable whoa d u e  is “I “ if it 
contpins a mrrjority of cells in state “1 ”, and “0” otherwise. (b) 
Thc space-time Lattice is periodic. 

To implement logical tasks the CA lattice is hnctionally 
divided in two halves (the center cell is not used): A and B 
(figure 3.a). Each half is interpreted as a separate logical 
variable in traditional logical operations. A variable is “1” if 
there is a majority of “1” cells in its respective lattice half, 
and ‘Wotherwise. Notice that since the boundary conditions 
of the Iattice arc periodic, this lattice has two boundaries 
between the two variables (halves) A and B (figure 3.b). The 
cells on the neighborhood of these boundaries compute their 
values from cells in both halves. However, since we are 



looking for global integration across the lattice, the local 
errors at the boundaries arc not too relevant, especially as 

The logical tasks AND and OR, depend on the density 
value of the A and B lattice halves. The AND (OR) task is 
related to the density task because when the density of both 
halves is below (over) 0.5, both logical variables arc "0" 
("1"),leadingtoadegiredfinallatticewithallcells"o"("l"). 
They differ fn#n cacb other and from the density task for the 
cases when the two halves of the lattice have opposing 
densities. The gist of these logical tasks is that they should 
ideally perform the density task in each half, and then 
integrate the results appmpriately. 

Several rules were evolved with a GA whose initial 
population of 100 individuals was compacd of 20 
individuals encodii some of the best rules evolved so fpr for 
the density task, including & as well as a rule 
evolved by Juillt and Pollack (1998), and others, plus 80 
randomly generated individuals. The fitness function used in 
this GA was calculated by presenting each rule with 100 
different IC's, 50 to be analyzed by the density task, and the 
other 50 by either the AND or the OR task, depending on the 
run. The 50 IC's presented to the density task had their 
density of " 1 's" uniformly distributed over the unit interval 
(just as the experiments of Das et al (200s)). The 50 IC's 
presented to the AND (OR) task were biased to a uniform 
distribution of lattices where for 500h of lattices the density 
of at least one of the halves A or B was "0" ("l"), and the 
other 50% the density of bath halves was "1" ("0"). If we 
wccc to use an unbiased distribution of lattices, only 25% of 
the time would the case of both halves having density "1" 
("0") be generated, thus making rules that always tend to "0" 
(" 1 ") too favorable in the evolutioMIy process. 

From these experiments, several CA rules were evolved 
that can solve simultrurewsly the density task and one of the 
logical Qsks very well (details in Rocha ,1998,2000). The 
significance of having rules that can solve more than one task 
was discussed in (Rocha ,2000). What we want to highlight 
here is the manner in which evolved CA particle systuns 
dealt with the diffmcot q-ts for information 
integration across the lrttios demanded by the logical tasks. 
Bccause the logical tasks divide the lattice into two halves, 
we expected ovolvtd CA rules to create additional domains 
and pprticles which would behave more like static, Id 
memoiy stores, whose information could be accessed at a 
latter time as naedtd. 

Indeed this is what we obscrved in the best CA rule for the 
AND task, 4- (005F105340SF045F005Fm)5F005D~S~. 
The mtegy of this rule builds on rule Lc by creating an 
additional inbmradirrte domain, which keeps local lattiw 
i n f i i o n  without expanding. Thc particle d o g  of 
is detailed in Table 11. Figures 4,5, and 5 show space-time 
diagrams for this rule, with particle interaction schematics. 

The most strikhg feature of the particle catalog of rule 
4- is the existence of several particles with zero velocity. 

laaiccs pow in size. 

These are particles which remain in the same position in the 
lattice until other particles collide with them. Whereas rule 
4,,,,,c had only one particle with zero velocity (p), rule 4AND 
produces three such particles (p, p', and p"). We named all 
these particles p, to highlight the similarity of their behavior 
with particle p of rule 
Table 11: Catalog of regular domains. particles and particle 
interactions for rule b..," 

Regular 
Domains F 
Particles 

(velocities) 

Observed 
Interactions 

. ma." 

A'- {O+),A'- {I+),A' = {(01)+}9 
A3 = {(I  10)+)V{(OOl)+} 
a -A' A'(-), p - AOA' (0), 
p' - A0A3 (0), #3" - A' A' (0). 
y A' A* (-I), 6 - A' A3 (-3), 
E - A' A3 (3), 
it - A' A' (l), v - A' A' (-3), 

- A' A' (3), 

Note: The domain combinations A' A', 
and A' A2 were not observed as stable 
boundaries or particles. 

decay a - y + p  

p + y  - q, p " + Y  - v+q,  
p + p - 6+ p", p + p' - 6 ,  
q + 6 - p', y + 6 - E, t € + v - y + p  

Both particles p' and p" exist due to the fourth domain A3 
introduced by nile 4- This domain does not expand into 
final domains A' and A' , so the respective particles with 
these domains have wo velocity. It only expands into 
intermediate domain A' with particle 6. We note that A' 
typically exists as {(1 IO)+} but it can also exist as{(OOl)+}. 
We consider these pattrms to be the same domain because 
they behave in exactly the same manner in terms of particle 
interactions, and are in effect intcrchnngeable. 

Figure 4: Space-time diagram and respective particle 
interactions fw +,, given a mdom IC. leading to an all "0" 
la*. 

Domaid' hct ions as a static intermediate memory store. 
In rule &, withouth', when the particles involving domain 
A' collide with others, the result is always one of the final 
domains A' or A', while in rule (bAND some collisions result 
in the additional intermediate domain A3. This way, domain 



A', contained by static particles p' or b", preserves an 
in- * d t  without peading it into neighbor 
domains. The intarmediate result can later be integrated with 
particles from other lattice regions: a collision with particle 
v results ia the all "0" domain A", and a collision with 
particle E results in the all "1" domain A'. 

T¶IC wristence of the fourth domain and its static particles 
is psrticulorlr usefbl for the logical tasks ("AND" in this 
case). &cause two arbitrary balves arc defined, the task 
cawwages the evolution ofrules that can"hold" intermediate 
lwwlts in one port of the Lattice to be integrated with those 
from Mother part. Indeed, the logical task can be be- 
a(ccutdd when a more static * of memory is produced to 
hold imrmdmk ' results, which in this case is implemented 
by&mainA'and its stnticparticles p' and 0". 

I J 

erpln 6: qwe-tune aagmm and jmrticle intuactions for 
#wa a Mdom IC, leading to an dl "1" lattice. 

4. The Nature of Evolved Memory 
We can think of the set of particle interaction rules that 
emerge in the evolving CA experiments, as a process that 
mepe between the random initial state of the CA lattice (IC), 
into a final desired state for the task. Crutchfield et al(2002) 
regard this proceais as a computation that produces a final 
outcome from the IC input. As we detail below, we do not see 
this process as a computation, but the individual partick are 
certainly the elements in the space-time behavior of the CA 
which oommunicate information across the lattice: the loci of 
inf0nnab;on p d g  (bid). Therefore, the collection of 
putiolt interactions in space-time, is a dynamic process of 

integration of the information carried by each of the 
individual particles into a final domain. 

The type of memory the CA domains implement is quite 
different from the concept of random-access memory (RAM) 
we are familiar with in universal computers, and also quite 
distinct from the inert type of memory that DNA grants living 
organisms (Rocha and Hoidijk, 2004). 

RAM is a type of memory that can be accessed at any 
time, and whose value is independent of dynamics. This is the 
same as saying that the value of the memory is the same 
independently of the rate of access to it. When a computer 
stores the value of a variable in a memory store (e.g. the tape 
in a universal Turing machine), that value remains unchanged 
when accessed, and the speed of the computer to access the 
memory and perform computations also does not change it. 
Similarly, a computation is a process of integrating memory 
in store, with algebraic and logical operations. But speed of 
the computer does not change the value of the computation: 
2+24  in any computer. 

Clearly this does not happen with the domains and 
particles of the evolved CA. Particles have a velocity, and the 
resulting domains of all particle interactions in space-time 
depend on when the particles meet each other. If the particles 
start from different locations in the lattice, even preserving 
lattice density, they may collide differently and produce a 
different outcome for the tasks wc studied here. It is as if 
2+2=4, only when 2 and 2 meet at the right time. This is why 
we do not see the process of particle interactions as a full- 
blown computation, but rather a process of information 
integration based on dynamic memory, rather than RAM. 

It was because of this issue that we created the logical 
tasks. In this case, the evolved CA came as close as possible 
to creating static (RAM-like) memory stores. Indeed, the 
fourth domain A' created by rule is a domain that 
preserves its memory without spreading it into the final 
outcome domains A' and A'. In il sciise, it keeps its memory 
until it is accessed. The several particles fl created by this rule 
have zero velocity, therefore they preserve the same 
information until a particle of non-zero velocity collides with 
them. In this sense, the domain functions more like a 
traditional memory store. 

However, the information stored is still not separated from 
the dynamics. The domains are not rate-independent like 
RAM nor inert in the sense that DNA is (Rocha and Hordijk, 
2004). It is by virtue oftheir dynamics, the way their particles 
collide, that information is expressed. Conversely, in DNA or 
RAM, information is read out by "third-party" machinery, 
without destroying or reacting with the memory. So while 
the particles of the evolved CA were able to create static 
memory stores, thew are still reactive with and destroyed by 
the embedding dynamics. 

This point is obvious when we notice that while processes 
such as the transcription of mRNA from DNA and RNA 
Editing work on genetic memory without access to its content 
(the encoded proteins), our evolvcd CA cannot manipulate 



their particles without access to their content. Particle 
reactions are simply domain interactions. In this sense, 
information carriers and content are inseparable. This way, 
we can say that domains and particles do not function as inert 
memory stores to be manipulated without access to content. 

Does this mean that we cannot witness the emergence of 
a type of memory more like RAM (and genotypes) 
computationally? Our stumbling block was in obtaining a 
means to manipulate memory without recourse to its content. 
This has been a recurrent stumbling block in Artificial Life. 
For instance, Langton (1986) proposed a self-reproduction 
scheme in CA in which the separation between genotype 
(memory) and phenotype (content) was blurred. This lack of 
separation was actually seen as a worthwhile model for 
studying Artificial Life, with a generalized concept of 
genotype/phenotype mappings (Langton ,1989). But as it was 
clear for theoretical biologists looking at Artificial Life, a 
strict separation between genotype and phenotype is the key 
feature of life-as-we-know-it (Pattee, 1995a) and a necessary 
condition for open-ended evolution (Pattee, 1995b) (Rocha, 
2001). Thus, the study of the emergence of a strict separation 
between genotype and phenotype, between memory and 
content, from a purely dynamic milieu should still be the 
number one goal of Artificial Life. 

We submit that the dynamics produced by one- 
dimensional CA may be too simple to achieve what we desire 
to model. Indeed, homogeneous CA as a model of material 
dynamics, our artificial chemistry, is rather poor. In Biology, 
the genotype/phenotype mapping is based on the existence of 
two basic, distinct types of material (chemical) structures: 
DNA/RNA and aminoacid chains. Both are quite different: 
DNA is remarkably unreactive, or biochemically inert, 
whereas aminoacid chains are incredibly rich biochemical 
machines. In contrast, our one-dimensional homogenous CA 
compute the same exact update rule in each cell. 

It seems reasonable that in order to evolve a system in 
which more reactive structures use non-reactive structures as 
information stores, we need to work with more heterogeneous 
dynamical systems where different populations of artificial 
"chemistry" structures interact. Perhaps heterogenous CA 
will suffice, or we may need more intricate models of 
artificial chemistry such as that of Fontana (Fontana, 1991). 
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